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Abstract-- Toxic gasses are exists in environment such as benzene, ammonia and others. Ammonia highly dissolves in water which is 

sources of human and other species. If the ammonia have high concentration, the effect of human health will be dangerous. Then, 

using proper monitoring and wastewater management the hazard can be prevented. This paper proposed the intelligence classification 

technique using an Electronic Nose (E-nose) measurement. The sensor array in the E - nose are used for the inputs of the Case Based 

Reasoning (CBR) for intelligent classification. The experimental result shows that the technique accomplished to classify with high 

accuracy which is 100% of accuracy.   

 
Index Terms--CBR, e-nose, ammonia, classification, water.  

I.  INTRODUCTION 

owadays, there are common toxic gasses exists in an 

environment such as benzene, ammonia, and others [1]. 

There are several industries that contribute to this toxic 

gasses in an environment such as medical , food packaging, 

agriculture, oil and gas and others [2]–[4]. The industries have 

own regulations to protect human or earth from hazards such 

as wastewater regulations, hazard managements and others 

[5]–[8]. Furthermore, water environmental issues have 

continued since long years ago, which source of the clean 

water being contaminated due to poor management and 

monitoring by various unpermitted activities [9]–[12].  

One of the famous chemicals in water is Ammonia which 

caused lung edema, failure of the nervous system, acidosis and 

kidney damage [13], [14]. In addition, ammonia have highly 

dissolve in water, which have colorless fluid and pungent 

smell [15]–[17]. Thus, monitoring and management of 

wastewater that consist of toxic substance are compulsory to 

prevent environmental pollution [10], [17].  

There are several methods for monitoring such as thermal 

image processing, Light Detection and Ranging (LIDAR), 

Electronic Nose (e-nose) and others [18]. E-nose using a 

concept sensor array for odor classification device [13]. The 

widely used sensor for chemical detection was metal-oxide 

gas sensors which used for varied application [19]. Metal-

oxide sensor have advantages of low cost, short time response 

and high sensitivity [20], [21].  

The E - nose was a device that functions as human 

olfactory system which detect the odor and the human brain 

will classify the odor based on the knowledge [22]. Thus, e-

nose will take over the human nose to detect toxic gasses and 

using intelligence classification in order to define the odor of 

toxic gasses [23].  

The e-nose detection data will analyze using normalization 

techniques which enables the comparison between ammonia 

concentration [24], [25]. In addition, the normalization 

technique was corrected systematic error which often present 

and can be removed by normalization method [26], [27]. 

Furthermore, normalization has several methods such as 

Range scale, relative scale, baseline subtraction, global 

method and local method [24], [28]. While, the data analyze 

using range scale which is [0, 1] as a fixed range for all 

samples [29], [30]. 

The simple boxplot displays the several categories of a 

discrete variable by separating the continuous variable of five 

statistic which is minimum, first quartile, median value, third 

quartile and maximum value [31]. The boxplot can 

differentiate the features of each sensor for each sample by 

statistical features as mentioned[32], [33]. 

Regression one of the methods to determine the validity of 

data point through a set of data point, regression analysis can 

be used in combination with statistical techniques [34], [35]. 

There are several classification methods such as an 

Artificial Neural Network (ANN), k-Nearest Neighbor 

(KNN), Case Based Reasoning (CBR) and others [36]. CBR 

was created as a four step process of human or computer 

reasoning which called CBR cycled [37]. CBR cycled contain 

of retrieve, reuse, revise and retain which the crucial step of 

CBR was the retrieval case in order to classify similar cases 

that stored in the library[36], [38]. CBR used the retrieval 

method using similarity percentage which based on nearest 

distance between new cases and stored cases was illustrated in 

Eq. 1 below [37], [39]–[41]: 

 

              ∑wi × f (Ni, Si) 

Similarity (Ni, Si) =   ___________________              

                   ∑wi 

Classification of Ammonia in water for Oil 
and Gas Industry using Case Based Reasoning 

(CBR) 

N 

(1) 
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where, 

 

wi is an index weight for matching feature 

Ni is the new cases features 

Si is the source cases features 

F is the similarity function between N and S cases. 

II.  EXPERIMENTAL SETUP 

A.  Ammonia Preparation 

The Ammonia will be prepared based on Oil and Gas 

industry environment. Ammonia in water sample is used for 

experimental process using 28% - 30% of ammonia in 

ammonia hydroxide which is a laboratory specification. Then, 

the ammonia in water was diluted into specific concentration 

for 10ml for each sample cell. The concentration was diluted 

using dilution equation. Each sample of concentration has five 

repeated measures data using an e-nose.  

The concentration validated using chemical method which 

is called Total Nitrogen Test (TNT) to confirm the 

concentration of ammonia in water. Then, the confirmed 

concentration was inserted to sample cell and being moved to 

the e-nose detection for further process.  

E- Nose were consist of array sensor that will measure the 

different odor of ammonia in water concentration. Data 

measured by e-nose for each sample has dimension of 4x5 

which in total 20 measured data. Each sensor will measure the 

concentration in 1000 x 4 of data which in total 4000 raw data 

at a time. Then, the raw measured data were employed with 

preprocessing method in orde to reduce the error between the 

measured data.  

Subsequently, the raw measured data were normalized in 

range [0 to 1] for reduction of error and noise of the measured 

data. Then, it was used to obtain the profile graph for 

visualizing the different of concentration. After that, boxplot 

technique was used for summarizing normalized data into five 

statistical features, which is minimum, maximum, first 

quartile, median and third quartile. 

Then, the mean of the normalized data was used as features 

in CBR technique. By implementing a CBR algorithm, the 

classification of ammonia in water concentration can be 

accomplished. 

 

B.  Data Collection 

The data collection will be recorded as in Table 1. The 

sample of ammonia water will contain different percentages of 

ammonia. 

 
Table I 

Sample data Collection  

         Sensors 
Data (n) 

Sensor 1 Sensor 2 Sensor 3 Sensor 4 

D1 D11 D12 D13 D14 

D2 D21 D22 D23 D24 

D3 
. 
. 
. 

D31 

. 

. 

. 

D32 

. 

. 

. 

D33 

. 

. 

. 

D34 

. 

. 

. 

DN DN1 DN2 DN3 DN4 

 

III.  RESULT AND DISCUSSION 

Collected data had been normalized into 0 to 1 interval. 

Then, normalized data was plotted into graph as in Figure 1 

and Figure 2 which can visualized the pattern between low 

concentration of ammonia in water and high concentration of 

ammonia in water. 

 

 
 

Fig. 1.  Low ppm of ammonia pattern 

 

 

Fig. 2. High ppm of ammonia pattern 

The raw data have been normalized to obtain a unique 

profile of odor concentration of ammonia in water as shown in 

Figure 1 and Figure 2 for high and low concentration of 

ammonia. The graph shows that there are differences between 

two classes based on pattern and values.  

Based on pattern recognition, low ppm of ammonia have a 

different pattern compared to high ppm of ammonia as shown 

in Figure 1 and Figure 2. The graph features were improved 

by statistical analysis using boxplot as shown in Figure 3 and 

Figure 4.  

Boxplot consists of minimum, maximum, first quartile, 

median and third quartile features point. Based on Figure 3 

and Figure 4, the blue line of the boxplot indicates the first 

quartile and third quartile. The median was indicated as a red 



Zahari et.al. JEECIE, Vol. 1, No. 7. Jan 2016                                                                           ISSN:2462-2303   eISSN:2462-2311                                                                              
 

37 

 

line in the boxplot graph. While, the minimum and maximum 

point was indicated as black line which known as a whisker.  

Based on the Figure 3 and Figure 4, there are significantly 

different has been detected between the low ppm and higher 

ppm, which is the most responsive sensor for low ppm 

ammonia in water was the sensor number one while the most 

responsive sensor for high ppm ammonia in water was sensor 

number 2. 

To validate the data, linear regression technique was used 

to differentiate the high ppm and low ppm as shown in Figure 

5. The regression show of 100% of classification data between 

low and high ppm of ammonia. 

 

 

 
Fig. 3. Low concentration of ammonia boxplot 

 

Fig. 4.  High concentration of ammonia boxplot. 

The regression and the CBR data based on the same 

features (mean) in order to validate the classification. The 

results have shown that the CBR has produced 100% of 

accuracy classification rate between low and high ppm of 

ammonia by using the Equation 1 as mentioned before. 

Table 2 show the statistical analysis of CBR which based on 

nearest percentage similarity function of CBR classifier. Its 

show that the average of percentage shows the total accuracy 

to classify between low ppm and high ppm of ammonia in 

water which is approaches 100% of classifying. 

 

 

 
Fig. 5.  Regression between Low and High ppm of ammonia 

Table II  

Summary Analysis on the Case Based Reasoning 
Performance 

Evaluation 

Highest 

Percentage 

(K1) 

Second 

Highest 

Percentage 

(K2) 

Third 

Highest 

Percentage 

(K3) 

Average 

Criteria Values Values Values Values 

Total Cases 20 20 20 20 

High PPM 

(P) 

10 10 10 10 

Low PPM 

(N) 

10 10 10 10 

True 

Positive (TP) 

10 10 10 10 

True 

Negative 

(TN) 

10 10 10 10 

False 

Positive (FP) 

0 0 0 0 

False 

Negative 

(FN) 

0 0 0 0 

Sensitivity = 

TP/(TP+FN) 

1 1 1 1 

Specificity = 

TN/(FP+TN) 

1 1 1 1 

Accuracy = 

(TP+TN)/ 

(P+N) 

1 1 1 1 

IV.  CONCLUSION 

This paper presents the reliability of CBR technique in 

classification of ammonia in water concentration using mean 

features. The analysis of the profile, boxplot and ANN 

regression shows the different between two concentration 

classes. Then, using intelligent classification which is CBR the 

result was successful approach 100% of classification between 

two classes.  
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